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ABSTRACT

A 3D measuring endoscope with a small measuring head and parallel arrangement of the fibers can be guided into forming plants and carry out precise measurements of geometries which are unreachable for most three-dimensional measuring systems. The data obtained can be used to quantify the wear of highly stressed structures and thus provide information for maintenance. Due to the compact sensor design and the required accuracy, optics with small working distance and a small measuring volume are used. In addition to in situ single measurements of highly stressed structures, over a hundred individual measurements are conceivable in order to convert large and complex geometries into point clouds. Besides the robust and accurate registration of all measurements, merging is one of the main causes of inaccurate measurement results. Conventional merging algorithms merge all points within a voxel into a single point. Due to the large overlap areas required for registration, points of diverse quality are averaged. In order to perform an improved adaptive merging, it is necessary to define metrics that robustly identify only the good points in the overlapping areas. On the one hand, the 2D camera sensor data can be used to estimate signal-based the quality of each point measured. Furthermore, the 3D features from the camera and projector calibration can evaluate the calibration of a triangulated point. Finally, the uniformity of the point cloud can also be used as a metric. Multiple measurements on features of a calibrated microcontour standard were used to determine which metrics provide the best possible merging.
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1. INTRODUCTION

New types of production processes such as sheet-bulk metal forming require real-time capable metrological solutions to continuously monitor the forming process. In addition to the complete geometrical inspection of the formed parts, it is also necessary to monitor the wear on critical geometries of the forming tools involved. This should be done, on the one hand, to minimize the risk of an unexpected failure or, on the other hand, to collect data to create an better understanding of the process itself in order to adjust specific parameters.\textsuperscript{1} The need for real-time, holistic measuring techniques as well as the limited accessibility during the running forming-process with small openings and partially covered geometries exclude the traditional, tactile measuring techniques from this application.\textsuperscript{2,3} By using a fiber-optic endoscopic fringe projection system, a very compact and flexible measuring head can be realised by spatial separation of the camera and projection unit and the actual measuring scene.\textsuperscript{4,5}

2. PROBLEM

The fringe projection profilometry, which is based on the principles of triangulation, requires an overlapping of the viewing cones of the camera and projector and is thus susceptible to shadowing. Furthermore the quality of the measurement depends on the optical properties of the specimen.\textsuperscript{5} For example, specular reflective or partially transparent geometries can limit a possible application. Further problems are aliasing effects of the projected fringes due to curved surfaces or surfaces outside the depth of field.\textsuperscript{6} In order to mask corresponding implausible or noise induced measuring points, metrics are required to describe the quality of each triangulated point.
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Due to the imaging optics with small working distance and high magnification, very precise measurements can be performed in a small space. However, if larger areas are to be reconstructed, a combination with measurements from different poses is necessary. This process, known as stitching, requires a combination of all measured point clouds in the overlapping areas to form a single point cloud. In conventional merging, redundant points are removed by combining all points within an imaginary volume element (usually a voxel) according to their center of gravity. This can lead to the merging of poorly measured points with well reconstructed points. Adaptive merging, on the other hand, can select which points are retained and which are discarded by using appropriate metrics. Contrary to the classic cubic voxel, an imaginary sphere with radius $d_s$ is used for each point, which ensures an even distance to all boundary surfaces of the volume element. $d_s$ has to be chosen so that no grid average downsampling takes place, but at the same time points are merged at all. Therefore, the grid average distance $d_{grid}$ of the reconstructed point cloud will be used as reference. $d_{grid}$ is to be interpreted as a grid constant of the point cloud.

Figure 1 shows a simplified flowchart for stitching $N$ single measurements. Operations like denoising or downsampling are neglected. The registration describes the exact alignment of the single measurements to each other. In order for the registration algorithms, such as the common iterative closest point (ICP) algorithm to converge quickly and robustly, pre-alignment data is almost always necessary. These can be derived, for example, from the position data of a kinematic robot in the case of a hand-eye calibration, by matching corresponding, homologous features of a camera image pair or by using computer aided design (CAD) data. To perform the stitching as illustrated in figure 1, appropriate quality metrics must be identified and evaluated.

### 3. EXPERIMENTAL SETUP

![Figure 2: Overview of the camera and projection unit](https://www.spiedigitallibrary.org/conference-proceedings-of-spie/11352)
Figure 2 shows the setup and the main components of the measuring system used. From a high-power LED, supplied by OSRAM Licht AG (Munich, Germany), a homogeneous flat spot is imaged on a micro mirror array via a Koehler Illumination setup. The micro mirror array is supplied by Texas Instruments (Dallas, TX, USA). The fringe patterns created there by binary tilting of the individual mirrors are injected via a microscope lens into an optical fiber bundle (Fujikura Ltd., Tokio, Japan) with 100,000 individual fiber cores. The fringes are imaged onto the fiber bundle end in the measuring head. A triangulation base of 30 degree is formed in the measuring head and gradient index (GRIN) rod lenses with 10 mm working distance are used as imaging optics. They are supplied by Grintech GmbH (Jena, Germany). On the camera side, the scenery is imaged onto a CMOS camera of the type PointGrey US3-U3-23S6M-C (FLIR Integrated Imaging Solutions GmbH, Ludwigsburg, Germany) with an identical image fiber bundle and microscope lens.

As shown in figure 1, each individual measurement is first masked, then registered and finally an adaptive merging is performed. Position data of a linear stage are used for pre-alignment. The final result is examined with regard to deviation and the number of remaining points. To evaluate the effectiveness and suitability of the quality metrics appropriate features of geometric reference objects are reconstructed and the deviation is quantified. The introduction of those metrics, which can basically be divided into signal-based, calibration-based and geometry-based, is set out in section 4. For the signal intensity based approaches, planar reflection standards are used to investigate the suitability of the metrics under varying reflection conditions. Since a larger expansion within the measurement volume is preferable for the threshold value analysis with the calibration-based methods, a diffuse spherical standard which is supplied by Kolb & Baumann GmbH & Co. KG (Aschaffenburg, Germany), is used here. The geometric metric is also evaluated on this object. To describe the deviation, a two step fit (according to sphere, plane or cylinder equation) with 3 sigma inlier performed using a least squares approach.

As a final investigation, an adaptive merging based on the metrics and identified threshold values will be carried out. In this case, a cylindrical feature on a microcontour standard (Alicona Imaging GmbH, Graz, Austria), shown in figure 3, is reconstructed from two different measurement poses. Both individual measurements are to be masked first and then merged adaptively.

After fitting the combined point cloud, several characteristic values can be used to quantify the results:

- The deviation $d_r$ of the fitted feature (radius) from the specification in the calibration certificate.
- The standard deviation $d_{dev}$ of all points to the fitted reference geometry.
- The remaining number of points.

![Figure 3: Micro contour standard with reference cylinder](image-url)

4. QUALITY METRICS

The metrics examined can be divided into three classes. The signal-based approaches aim to describe the quality of each triangulated point by means of different characteristics of the corresponding camera pixels. On the other hand, the idea is to identify and remove badly calibrated points by taking into account the local calibration quality, which is expressed in the form of calibration-based procedures. Lastly, a point cloud based approach is also considered as a quality metric, identifying bad points as non-uniform outliers in their local neighbourhood.
4.1 Signal based quality metrics

Figure 4: Exemplary spectrum of a temporal carrier phase-modulated fringe pattern

The projected fringe patterns to solve the correspondence problem use the common phase-coded projection approach, in which sinusoidal patterns are projected onto the scene via a temporal phase-shifted projection sequence. From the viewpoint of the camera, the idealized stationary fringe pattern for each pixel can typically be described according to equation 1. Noise influences are neglected.

\[ I(u_c, v_c, t) = a(u_c, v_c) + b(u_c, v_c) \cos[\phi(u_c, v_c) + \omega_0 t] \]  

Where \( u_c, v_c \) represent the camera pixel coordinates, \( \omega_0 t \) corresponds to the temporal-carrier phase modulation, \( \phi(u_c, v_c) \) represents the phase function for triangulation. \( a(u_c, v_c) \) and \( b(u_c, v_c) \) represent the background and the local contrast respectively the DC and the cosine component of the corresponding spectrum of the sinusoidal fringe pattern as shown in figure 4. Typical algorithms for phase retrieval, depending on the number of phase shift steps, are based on linear filters and are only mentioned here. The figure shows for two projections on one plane how the individual components for a focused and an out-of-focus image are affected.

Figure 5a shows a single row from the camera image for a focused projection on a plane and the signal components contained in it. Figure 5b shows a row from a poorly focused image for comparison, which is examined analogously. It is assumed that the last image contains rather poor and noisy pixels and therefore many reconstructed points lead to a higher measurement uncertainty and deviation. It can be observed that the fringe amplitude decreases faster than the actual background intensity. In the following, three different metrics are described, which refer to the corresponding signal components.

Figure 5: Characteristics of the corresponding signal components for an image row for different focus positions when projected onto a plane (blue: \( I(u_c, 1) \), orange: \( a(u_c) \), yellow: \( b(u_c) \))
Signal strength A basic filtering is first of all achieved by masking via the general signal strength $b(u_c,v_c)$ which corresponds to the fringe amplitude according to figure 5 and equation 1. The idea behind this is that bright pixels with correspondingly high gray scale values represent good illumination and are therefore considered plausible, while dark pixels are more likely to be noisy and can be excluded. The influence of background brightness is not taken into account.

Signal attenuation In this case the fringe amplitude is normalized pixel by pixel to $a(u_c,v_c)$. Since image sharpness in the frequency spectrum can be quantified by attenuations of higher orders to the DC component, a certain analogy to the sharpness of the image is given. Local image sharpness is analogous to sharp and contrasty edges in the image which makes an application of classical, image processing local operators (like Laplacian or Sobel-Kernels) also conceivable. But in this case spectral properties were decidedly preferred to spatial ones.

Phase shift variation The last concept examines the masking by the pixelwise local standard deviation of the observed projection $\sigma_I$. Since there may be additional projections with varying frequency in the projection sequence for unambiguous phase-unwrapping, in this case the camera images at the highest fringe frequency are used. The procedure follows the approach to assume that a proper triangulation is proportional to a significant variation of the respective pixel over the projection sequence.

4.2 Calibration based quality metrics

A signal-based quality metric can make a possible statement about how reliable a pixel is acquired and how plausible the corresponding triangulated three-dimensional object point is. No statement can be made about the quality of the reconstructed point in relation to the applied calibration and the associated model deviations.

A stereoscopic triangulation system requires an appropriate calibration of the imaging planes involved. In this case the camera and the projector are calibrated according to the widely used pinhole camera model by optimizing the unknown calibration parameters $K$ and $T$ from equation 2.

$$w \begin{bmatrix} I_P \\ 1 \end{bmatrix} = KT \begin{bmatrix} P \\ 1 \end{bmatrix}$$

According to figure 6, $P$ refers to a three-dimensional object point, $I_P$ is the intersection of the corresponding view beam to the camera center with the pixel sensor. $T$ is the rigid body transformation from the pixel sensors coordinate system $(KS)_I$ to the camera centers $(KS)_C$, which is also called extrinsic calibration. $K$ is called intrinsic calibration and describes the position of the image principal point and the focal lengths within the pinhole camera model. In order to approximate the required parameters, an appropriate calibration procedure is used, which is based on the positioning of a defined calibration standard and appropriate markers within the measuring volume. To take the imaging properties of the optics into account, radial and tangential distortion is additionally calibrated and corrected before each triangulation.

![Figure 6: Pinhole camera model](https://www.spiedigitallibrary.org/conference-proceedings-of-spie)
The typical metric to describe the model deviation for each calibrated feature is the reprojection error. Figure 7 shows the norm of the reprojection error for the camera and projector relative to each feature location after calibration. On the basis of this representation, basically three approaches can be introduced, which can be used as a metric for each triangulated point. Another special feature of the calibration-based masking metrics is that a quality metric can be calculated for the calibrated camera and projector features.

Reprojection error of the nearest calibrated feature  In this case, no additional metric needs to be introduced in order to evaluate the local calibration quality. The reprojection error of the feature closest to each point of the triangulated point cloud is therefore applied. For this purpose, a one nearest neighbor (1-NN) classification is performed between the triangulated point cloud and the point cloud of the calibrated features using the fast KD tree. The Euclidean norm of each reprojection error \( \text{rep}_{\text{err}}(f_i) \) for each corresponding feature \( f_i \) serves as a threshold for further masking.

Local feature density of the nearest calibrated feature  A density-based metric is introduced to address the possibility that certain regions in the measurement volume may not have been sufficiently considered in the process of modeling due to a small number of features. First, the local density of the feature point cloud is determined and then re-classified to 1-NN to assign the density of the feature point cloud to the actual measured point cloud for each feature and triangulated point. The local density \( \rho_i \) for each point \( p_i \) is calculated as shown in equation 3.

\[
\rho_i = \sum_j (d_{ij} < d_c)
\]

Where \( d_{ij} \) is the Euclidean distance of each point \( p_j \) to point \( p_i \) and \( d_c \) is the cut-off distance, which is chosen so that the average number of neighbours is about 1-2 percent of the total number of points.
**Distance to the nearest calibrated feature**  A different approach to the possibly inadequate local weighting during calibration according to the pinhole camera model is given by the Euclidean distance $d_{\text{cal,NN}}$ to the nearest calibrated feature. The graphical representation of the metric for each point of the reconstructed point cloud is shown in figure 8.

![Graphical representation of the metric for each point of the reconstructed point cloud](image)

(a) Distance of the point cloud to the nearest calibrated camera feature  
(b) Distance of the point cloud to the nearest calibrated projector feature

Figure 8: Comparison of calibration-based quality metrics according to camera and projector representation based on the distance to the nearest calibrated feature

### 4.3 Point cloud based quality metric

An alternative approach for a possible quality metric is given by the local uniformity of a point cloud. One way to describe this is the deviation of the normal vector $n_i$ of each point $p_i$ from the mean normal. For the determination of the normal a plane fitting with neighboring points is performed. The range in which the mean normal vector is determined is to be selected accordingly much larger. The deviation can then be calculated using the Euclidean norm of the difference of both vectors according to equation 4. Where $N$ is the number

![Local non-uniformity of the point cloud characterized by the application of the metric $\delta_n$](image)

Figure 9: Local non-uniformity of the point cloud characterized by the application of the metric $\delta_n$
of neighboring points $p_j$ used to determine the mean normal and varies between 61 and 241 at a fixed radius ($r_{\text{search}}$) of 50 $\mu$m. An angle-based approach is also conceivable.

$$\delta_{n,i} = \|n_i - \frac{1}{N} \sum_{j=1}^{N} n_j\|_2$$  \hspace{1cm} (4)

Figure 9 shows the use of this metric on a very small part of the measurement data. Local variations in the point cloud, which can be described by the metric, are clearly visible.

5. RESULTS - MASKING

5.1 Signal based quality metrics

**Measurements on the diffuse plane standard**  Figure 10 shows the threshold characteristics of the signal intensity based metrics on a diffuse reflectance standard. The influence on the standard deviation of all deviations $\sigma_{\text{dev}}$ and the remaining number of points is examined. It can be observed that there is a level of deviation of about $\sigma_{\text{dev}} \sim 5$ $\mu$m, which in principle can be robustly masked by all approaches. It is therefore concluded that the higher deviations are due to effects that all metrics can quantify. The variable exposure time also has a certain influence on the threshold response. Overall, the approach according to the standard deviation over the phase shift sequence shows the best results, since the implausible points can be discarded very robustly and quickly, the exposure time hardly shows any influence and a threshold value determination with which as many points as possible are retained is feasible.

![Signal strength](image1)

![Signal attenuation](image2)

![Phase shift variation](image3)

Figure 10: Influence of masking according to the different signal-based metrics on the standard deviation of all deviations $\sigma_{\text{dev}}$ and the remaining number of points
Measurements on other technical surfaces  To also investigate less optimal technical surfaces, experiments were also carried out on planar samples with different optical properties. For this purpose high dynamic range (HDR) sequences were captured. This ensures that even specular surfaces can be imaged and possibly reconstructed. The results are shown in figure 11. As before, masking via $\sigma_I$ shows the best results, since a threshold value is possible for all surfaces and the deviation is thus relatively evenly reduced to a lower level. The other approaches seem susceptible to bright spots, do not allow for a uniform threshold value and show inconsistent behavior for different surfaces.

![Comparison of the threshold behavior of different signal-based masking metrics for different technical surfaces](file.png)

Figure 11: Comparison of the threshold behavior of different signal-based masking metrics for different technical surfaces
5.2 Calibration based quality metrics

Figure 12: Comparison of the threshold behavior of different calibration-based masking metrics using the calibrated camera or projector features

Figure 12 shows the response of the point cloud deviation and the number of remaining points as depending on the different calibration based quality metrics. In principle, all approaches provide better results, but it can be observed that taking into account the reprojection error of the nearest feature cannot mask the point cloud in such a way that the lowest level of deviation is obtained. The best results are provided by the Euclidean distance to the next calibrated feature. It can be seen that the use of the camera features up to a threshold of about 0.1 mm reduced the deviation from about 8 to 6 µm, but only a few points were removed. The point density approach shows a similar behaviour, but masks more points for a comparable deviation level and is a bit more discontinuous by setting the density of the next calibrated feature.
5.3 Point cloud based quality metric

Figure 13 shows the response to the reciprocal of the geometric threshold $\delta_n^{-1}$, which expresses how much the normal vector of each reconstructed point differs from the mean normal within the neighbourhood. Thus, the threshold allows uneven points to be discarded, as confirmed by the characteristics in Figure 13. However, it also shows that the number of remaining points decreases very quickly and a reduction of the deviations is only possible with great restrictions.

6. RESULTS - ADAPTIVE MERGING

In accordance with the observations made previously (section 5), two individual measurements from different measuring positions are now to be merged into a single point cloud as described in figure 1. It has been observed that the masking via the variation of the phase shift $\sigma_I$ of the highest frequency and the masking via the distance $d_{cal,NN, cam}$ of the reconstructed point cloud to the nearest calibrated feature show good results in terms of reducing the deviations and maintaining as many points as possible. The latter metric is simplified as $d_{cal}$ in the following. A cylindrical feature on the micro contour normal from figure 3 serves as the measurement object. According to section 5, $d_{cal}$ is set at 150 $\mu$m and $\sigma_I$ at 0.002. The results are shown in figure 14, with each diagram representing one of the assessment dimensions introduced in section 3. The possible masking metrics already examined are vertically listed, whereby the combination of the two approaches is also examined. The possible quality metrics for adaptive spherical merging are listed horizontally, with the point cloud-based approach with the threshold $\delta_n^{-1}$ also being examined. The measured cylinder has a radius of 1001.5±0.7 $\mu$m according to the calibration certificate.

The results are inconclusive. In general, the combination of both masks does not provide a demonstrable advantage. However, this may also be due to the fact that the measured object is located in the closely calibrated area in
front of the sensor. Therefore, it cannot be excluded that the combination is advantageous at another position in the measuring volume. Merging by $\sigma_I$ seems to minimize the deviation of the fitted feature from the reference $d_r$, but at the same time produces the point cloud with the highest variation $\sigma_{dev}$ and the lowest number of points.

Figure 15: Effect of different masking and merging metrics on the final result of the combined measurement ($d_s \sim 5 \ d_{grid}$)

To increase the effect of the merging on the results, the radius of the sphere $d_s$ is increased to $\sim 5 \ d_{grid}$. As described in section 2, this is analogous to a grid average downsampling, as the number of total points is strongly reduced. The results are shown in figure 15. It turns out that merging according to $\sigma_I$ provides the poorest results in terms of $d_r$ and $\sigma_{dev}$, and the number of points. It is remarkable that the merging according to $\delta_n^{-1}$ results in the most even point cloud. Merging according to $d_{cal}$ shows the best results regarding the number of points and $d_r$. It also has a relatively even point cloud according to $\sigma_{dev}$.

Figure 16: Final point cloud after merging using $d_{cal}$ ($d_s \sim 2 \ d_{grid}$)

7. CONCLUSION

The choice of appropriate metrics for point cloud masking has been shown to have a significant impact on the accuracy of the reconstruction. Taking into account the number of remaining points, signal intensity based masking via the standard deviation of the phase shift sequence and calibration based masking via the distance to the next calibrated camera feature provides the best results. Since the specific influence depends on the positioning in the measurement volume or the reflection properties of the specimen, a combination of both approaches seems to be reasonable, although no advantage could be demonstrated in section 6. The following merging only has a significant influence if the size of the neighboring sphere is increased in such a way that a grid average downsampling takes place at the same time. This may also be due to the fact that the local noise is larger than the actual grid distance within the point cloud and points may not be combined although theoretically they
belong together. Comparable results as in figure 15 could also be achieved with significantly smaller spherical radii. In this case, the merging using the calibration-based metric shows good results, whereas the signal-based approach performs worst. A point cloud of the reconstructed cylinder feature masked and combined in this way is finally shown in figure 16.
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